
Ph.D. student position on deep generativemodels
for weakly-supervised speech enhancement

General information

Position: Fully funded Ph.D. student position.
Duration: 3 years, starting in September/October 2024 (flexible).
Location: CentraleSupélec campus of Rennes (France).
A�liation: AIMAC team of the IETR laboratory, CNRS joint research unit (UMR) 6164.
Supervisor: Simon LEGLAIVE.
Application deadline: April 30th, 2024.

This Ph.D. student position is part of the DEGREASE project (2024-2027) funded by the French
National Research Agency (ANR).

Description and objectives

Speech enhancement

Speech enhancement consists of improving the quality and intelligibility of speech in a degraded
recording, for instance due to interfering sound sources and reverberation (Vincent et al., 2018).
The task is to estimate a clean speech signal from the degraded recording, as illustrated above.
Speech enhancement finds applications in various speech technologies for human and machine
listening (hearing aids, assistive listening devices, vocal assistants, etc.)

The conventional fully-supervised approach

In recent years, there has been great progress in speech enhancement thanks to deep learning
models trained in a supervised manner (Wang and Chen, 2018). Supervised speech enhancement
involves three main ingredients:

1. A model, which provides a prediction of the clean speech signal given the noisy
recording. State-of-the-art methods today rely on deep neural networks.

2. A metric, which measures the discrepancy between the clean speech estimate and the
ground-truth signal. During training, the metric corresponds to a di�erentiable loss
function, which is minimized to estimate the model parameters. At test time, the metric
(which can di�er from the training loss function) is used to evaluate the performance of
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the trained model.
3. A labeled dataset, which consists of noisy speech signals and their corresponding clean

reference signals; we say that the noisy speech signals are labeled with the clean speech
signals. During training, the clean speech reference signals are used as the targets for
the model.

Unfortunately, it is very di�cult, if not impossible, to acquire labeled noisy speech signals in
real-world conditions due to cross-talk between microphones. Therefore, datasets for supervised
learning have to be generated artificially, by creating synthetic mixtures of isolated speech and
noise signals, e.g., (Cosentino et al., 2020; Maciejewski et al., 2020). Artificially-generated training
data are however inevitably mismatched with real-world noisy speech recordings, which can
result in poor speech enhancement performance in case of severe mismatch (Pandey & Wang,
2020; Bie et al., 2022; Richter et al., 2023; Gonzalez et al., 2023). Moreover, when the test domain
di�ers from the synthetic training domain, supervised learning necessitates rebuilding the
synthetic training dataset and retraining the model, which is time-consuming and
computationally intensive. These limitations of supervised deep learning methods for speech
enhancement contrast with the impressive adaptability of the human auditory system when it
comes to perceiving speech in unknown adversary acoustic conditions.

The Ph.D. project

This Ph.D. project aims to build a more e�ective approach to speech enhancement, where
models can learn from and adapt to real, unlabeled noisy speech recordings. To reach this
objective, we propose a methodology at the crossroads of audio signal processing, probabilistic
graphical modeling, and deep learning, based on deep generative and inference models
specifically designed for the processing of multi-microphone speech signals. The probabilistic
generative modeling approach will allow us to consider the clean speech signal as
partially-observed, hence enabling semi-supervised learning at training time and unsupervised
adaptation at test time. Speech enhancement will be achieved by inverting the learned
generative model, a.k.a performing inference.

The proposed methodology will leverage insights from multi-microphone audio signal processing
(Gannot et al., 2017); advances in deep generative modeling with dynamical variational
autoencoders (Girin et al., 2021), normalizing flow (Kingma et al., 2016), and di�usion models
(Kingma et al., 2021; Lemercier et al., 2024); disentangled representation learning techniques for
speech (Sadok et al., 2023, 2024); and temporal convolutional neural architectures for
high-quality audio synthesis (Caillon & Esling, 2021; Zeghidour et al., 2021; Défossez et al., 2022).

Candidate profile

The candidate should hold a Master's or Engineer’s degree, with a strong mathematical
background (probability, statistics, linear algebra, optimization), good programming skills in
Python, and particular interests in audio signal processing and machine/deep learning. The
candidate should also have excellent oral and written communication skills.

Work environment

The Ph.D student will be supervised by Simon LEGLAIVE and will integrate the AIMAC team of the
IETR laboratory, located in the CentraleSupélec’s campus of Rennes (in Brittany, France).
CentraleSupélec o�ers accommodation on the campus.

2

https://sleglaive.github.io/
https://www.ietr.fr/
https://www.centralesupelec.fr/en
https://www.google.com/maps/place/CentraleSup%C3%A9lec+-+Rennes+Campus/@48.1252316,-1.6234012,15z/data=!4m2!3m1!1s0x0:0x72c23e5dbe992d94?sa=X&ved=2ahUKEwjj7qi9mPr3AhUGSfEDHfvJBioQ_BJ6BAhCEAU


The Ph.D. student will benefit from the research environment of CentraleSupélec, in particular
the computational resources of Ruche, the HPC cluster of the “Mésocentre” computing center of
Université Paris-Saclay, CentraleSupélec and École Normale Supérieure Paris-Saclay.

How to apply

Interested candidates should apply by filling out the following Google form before April 30th,
2024: https://forms.gle/WW7gZVtyzDpt7Cxh7

Candidates will be invited to upload (as PDF files) a resume, the o�cial transcripts for each year
of higher education, and between 1 and 3 recommendation letters.

In case of di�culty or question, please contact simon.leglaive@centralesupelec.fr.
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